
Graph Information Bottleneck

Representation Learning on Graphs

However, they are susceptible to adversarial attacks 
on node features or graph structure.

We design operators for GNN
• Iteratively compress the information of X and A.
• Optimize variational bounds of structure IB and feature IB. 
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Optimal representation based on the information 
bottleneck principle:
• Maximally informative of the prediction Y.
• Leverage minimally sufficient information from 

input graph D (node features X, graph structure A)

Graph Information Bottleneck

Apply GIB to GAT

• Model !(#$% |', #)(%*+)) as Bernoulli distribution: GIB-Bern.

• Model !(#$(%)|', #)(%*+)) as categorical distribution: GIB-Cat.

• Model !(#)% |#)%*+ , #$(%)) as Gaussian distribution

Experiments
Adversarial attack

Feature attack


