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• Classical simulation 

• Time consuming to build

• Resources consuming to run

• Only as accurate as model 


• model may be over-simplified 

• Not good for solving inverse problem 

• Learned simulation 

• General framework 

• Fast to run 

• As accurate as data


• Fast forward model, get gradient for free
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Regular mesh: 1k nodes Adaptive mesh: 1k nodes



Graphs (Meshes) in simulation - Adaptivity  

https://fyfluiddynamics.com/2019/12/adapting-to-the-flow/
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Outline

• Framework: 


• Learning mesh-based simulation with Graph Networks 
(MeshGraphNet, Tobias Pfaff, etl. 2021) 


• Application:


• GraphCast: Learning skillful medium-range global weather 
forecasting (Remi Lam, etl, 2022) 

https://arxiv.org/abs/2212.12794

https://arxiv.org/pdf/2010.03409.pdf

https://arxiv.org/abs/2212.12794
https://arxiv.org/pdf/2010.03409.pdf


Learning Mesh-Based Simulation with Graph Networks
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Learning Mesh-Based Simulation with Graph Networks

External dynamics: 

Computing e.g. 
collision and contact 

Internal dynamics: 

Estimating differential 
operators on the 
simulation manifold  
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• Versatile 

MeshGraphNet: Learning mesh-based simulation with Graph 
Networks 



Evaluations: MeshGraphNet is versatile 

Cloth Simulation

Structural Mechanics Compressible Aerodynamics 

Incompressible Fluid Simulation 



Results: Incompressible Fluids

Training data: 

COMSL 


Network output:

Velocity Field 

Pressure Field



Results: Aerodynamics 

Training data: 

SU2 


Network output:

Velocity Field 

Density Field

Pressure Field



Result: Cloth Dynamics

Training data: 

Arcsim 


Network output:

Per-node 

acceleration 



Result: Structural Mechanics

Training data: 

COMSOL  


Network output:

Per-node 

position change



• Versatile 


• Better and stabler rollout compare to prior works

MeshGraphNet: Learning mesh-based simulation with Graph 
Networks 



Stable Rollout - noise 

• For stable roll-out

• Add noise to training dataset


-> model see inputs that are corrupted by noise 




Stable Rollout - evaluation 
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Adaptive Remeshing  

• Step1: Decide target resolution at each point in space 
(domain specific heuristics, sizing field tensor for cloth 
simulation)

• Step2: Adjust the mesh 


• MeshGraphNet:

• Predict sizing field directly using graph neural 

network 

• Given GT supervision from classical approach 

mentioned above 
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Generalize to more nodes

• Learned local Interaction 

• Train on 2k nodes, generalize to >20k nodes 



Generalize to more Nodes
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GraphCast: Learning skillful medium-range global weather 
forecasting

Why Learning? 

- numerical weather prediction do not scale well with data

- there vast archives of weather and climatological observations 
available 



GraphCast: Learning skillful medium-range global weather 
forecasting

1. Accuracy

• more accurate than ECMWF’s deterministic operational forecasting system

• outperforms the most accurate previous ML-based weather forecasting model


2. Speed 

• generate a 10-day forecast (35 gigabytes of data) in under 60 seconds on Cloud TPU 

v4 hardware.



Architecture 

•  autoregressive rollout 



Architecture 



Training 

•  autoregressive, multi-step loss

•  help minimize error accumulation over long forecasts

Training schedule.



Evaluation 

•  Compare with the HRES 10-day forecast and other baseline ML 
models.



Evaluation 

results show 
GraphCast 
comprehensively 
outperforms HRES’s 
weather forecasting 
skill across10-day 
forecasts, at 0.25° 
horizontal resolution.



Open Questions

•  How to incorporate appropriate symmetry and conservation properties into the 
architecture of a Graph Neural Network (GNN)?


•  How to simulate multiscale systems? Here, multiscale can include spatial, temporal, 
etc


•  How to achieve more accurate simulations with reduced computational cost for 
graphs with a large number of nodes (such as millions or billions)?


•  How to perform complex and diverse inverse design on graphs with a large number 
of nodes?
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